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Natural language and technology

1. Humans analyse, extract insights, and compile reports
▶ South African Weather Service (SAWS): Numerical weather

prediction data → weather forecast report
▶ Financial institutions: financial data → report and slide decks

2. Challenges
▶ Scalability and cost: ↑ number of texts =⇒ ↑ cost
▶ Issues relating to lang. (‘multilingual’)

3. Solution: computation. Data, information, knowledge →
natural language text.

4. (Conversational) natural interfaces
▶ Virtual assistants : Business Process Models → text
▶ Etc.
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Natural language generation

▶ Natural language generation ̸= Machine Translation
▶ Natural language generation is a subfield Natural language

processing

Figure: Architecture of the BT-Nurse system (Hunter et al. 2012)
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Building natural language generating systems

▶ Strategy and tactics (Thompson 1977)
▶ “What to say" and “How to say it"

▶ Three-step pipeline (Dale and Reiter 2000)
▶ End-to-end models (e.g., Castro Ferreira et al. 2019)

Figure: Knowledge-to-text system architecture used in NaturalOWL
(Androutsopoulos et al. 2013)
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Building natural language generating systems

Figure: A classification of methods for generating text (Mahlaza, 2022)
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Building natural language generating systems
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Figure: Representation of the process followed by (Howald et al. 2013)
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Natural language and technology: limits
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Natural language and technology: limits

Figure: Some of the prominent tools and datasets in NLG (Mahlaza,
2022)
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Language diversity

Figure: Top ten most linguistically diverse countries (World Economic
Forum, 2021)
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Motivation

▶ Maintaining linguistic diversity (e.g., Heritage and biodiversity,
Creativity and innovation (Skutnabb-Kangas, 2002))

▶ Pure academic interest (e.g., methodological challenges posed
by the other languages).
▶ Generating text using a template.
▶ “Hello [name], please take a seat."
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Methods have to be sensitive I

▶ Maties promotional material: "saam vorentoe · masiye
phambili · forward together"

▶ Unnamed academic’s website (last accessed 13 Feb 2023): “So
let’s Walk Together/Loop Saam/Hambani Kunye!"
▶ Template = So let’s [translation]
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Methods have to be sensitive II

▶ Inadequacy of templates is known.
▶ Solution (circa 2015): use of patterns (Keet and Khumalo,

2014, 2017; Byamugisha et al., 2016)
Input : indlovu ⊑ ∃idla.ihlamvana (i.e., elephant ⊑ ∃eats.twig)
Output : zonke izindlovu zidla ihlamvana elilodwa ‘all elephants

eat at least one twig’
Pattern : <QC(all) for NCx>onke <pl. N1 , is in NCx>

<conjugated verb> <N2 of NCy><RC for NCy> <QC for
NCy>dwa;
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Methods have to be sensitive III
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The problem with templates

1. Consider the scenario of a South African banking company
▶ Customer base in region is largely Nguni-speaking members
▶ Goal 1: customer visits to physical branches for certain

matters.
▶ Goal 2: encourage financial literacy via reports designed for

behaviour modification
▶ Decision: conversational agents and report generators1 in

Nguni languages

2. Limitations regarding re-usability and maintainability

1e.g., https://projects.cs.uct.ac.za/honsproj/cgi-bin/view/2021/
moraba_solomons.zip/
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Recent developments I: the problem

There were no:
▶ approaches of pairing templates and grammar rules that

prioritise the need to scaffold simple templates and reuse
limited resource.

▶ no ontology-based specification of templates with support for
morphologically rich languages

▶ architectures for creating an easy to maintain template-based
surface realiser

hence, there are no Nguni language surface realisation tools that
are easy to maintain and reusable.
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Recent developments II: languages

1. IsiXhosa and isiZulu ∈ Niger-Congo B family. Largest in SA by
L1 speakers.

2. Noun classes, agglutinating morphology, and concordial
agreement.

3. Each noun belongs to 15-23 classes. Different classification
systems

4. Example of a verb and agreement:
ba-sa-si-neth-isis-a
3pers pl-ASPp-OC-rainvr-INT-FV
‘It is still raining intensely on us as a result of them’
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Recent developments III: approaches and artefacts

▶ Develop a model-based approach to pairing templates and
grammar rules (Mahlaza and Keet 2019, 2020).

▶ Created a task ontology for templates that support
morphologically-rich languages (Mahlaza and Keet 2021)

▶ Develop an architecture to be used when organising surface
realisation components for maintainable template-based
realisers (Mahlaza and Keet, 2022).

▶ Created modular surface realisation engine for isiZulu and
isiXhosa2

▶ Demonstrate the sufficiency of the developed approaches and
artefacts for generating understandable and grammaticality
correct isiZulu (Mahlaza and Keet 2020a) and isiXhosa text.

2https://github.com/AdeebNqo/NguniTextGeneration
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Recent developments III: approaches and artefacts

Figure: Relationship between the various elements (Mahlaza, 2022)
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Recent developments IV: approaches and artefacts

▶ Develop a model-based approach to pairing templates and
grammar rules (Mahlaza and Keet 2019, 2020).

▶ Created a task ontology for templates that support
morphologically-rich languages (Mahlaza2021)

▶ Develop an architecture to be used when organising surface
realisation components for maintainable template-based
realisers (Mahlaza and Keet, 2022).

▶ Created modular surface realisation engine for isiZulu and
isiXhosa3

▶ Demonstrate the sufficiency of the developed approaches and
artefacts for generating understandable and grammaticality
correct isiZulu (Mahlaza and Keet 2020b) and isiXhosa text.

3https://github.com/AdeebNqo/NguniTextGeneration
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An isiZulu CNL for structured knowledge
validation

Figure: Screenshot of the pizza ontology
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An isiZulu CNL for structured knowledge
validation

▶ Domain experts when building models or ontologies

▶ Step 1: Usable knowledge increment
▶ Step ≥ 2: further increments + validate already codified

knowledge
▶ Presenting the codified knowledge to experts
▶ Use controlled natural language (overview in (Saftwat and

Davis, 2017))
▶ Observations, interviews, or task analysis based methods were

already proposed in (Cooke 1994).
▶ Generate yes/no questions
▶ Language: isiZulu (L1 for 24% in South Africa)
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Text generation from ontologies (1/2)

▶ Branches = educational question generators and
model/ontology verbaliser

▶ Educational question generators:
▶ English only
▶ SimpleNLG (Gatt and Reiter, 2009) and/or regular templates

▶ Verbalisers:
▶ IsiZulu, Runyankore, Afrikaans, English, Latvian, Mandarin,

Bulgarian, Catalan, Danish, Dutch, Finnish, French, Hebrew,
Italian, German, Norwegian, Romanian, Russian, Spanish, and
Swedish.

▶ Grammatical framework, basic templates, KPML, canned text,
and grammar-infused templates
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Text generation from ontologies (2/2)

▶ “Patterns” (Lim and Halpin 2016; Demey and Heath 2014;
Keet and Khumalo 2017; Byamugisha et al. 2016)

▶ IsiZulu example from (Keet and Khumalo 2017):
QCallncx ,pl Wncx ,pl SCncx ,pl -CONJ-Pncy RCncy -QCncy -dwa

▶ Example output: “Yonke inja inekhanda elilodwa” ‘Every dog has
1 head’

▶ Universal quantifier (“QCallncx ,pl ”) depends on noun “Wncx ,pl ”
▶ Malay and Mandarin noun classifiers (Lim and Halpin 2016).
▶ IsiZulu and Runyankore noun dependencies (Keet and

Khumalo 2017; Byamugisha et al. 2016)
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OWL Simplified isiZulu (1/2)

▶ Select OWL axiom types
from (Power 2012)

▶ Create templates for each
axiom type

▶ Build verbaliser using Java
▶ Verbalised ontology from

(Keet 2017). 91 axioms
▶ Internal validation by author
▶ External validation by isiZulu

speakers: grammatically and
understandability

Figure: Verbaliser architecture
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OWL Simplified isiZulu (2/2)

▶ SubClassOf, ClassAssertion, ObjectPropertyAssertion,
EquivalentClasses, DisjointClasses, ObjectSomeValuesFrom,
ObjectHasValue, DataPropertyAssertion, DataHasValue,
ObjectAllValuesFrom, ObjectExactCardinality,
ObjectMinCardinality, ObjectMaxCardinality

▶ 17 templates. Some axioms have multiple templates.
Example pairing:
SubClassOf(C1 C2)

Ingabe {SC} onke {C1} {SC} {COP} {C2} ?
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Internal validation

▶ Verbalisable (76/91) and unverbalisable (15/91)
▶ Phonological conditioning errors (0/76)
▶ Morphological agreement errors (2/76)

DisjointClasses(isidlanyama isidlazitshalo)
(i) asikho yini isidlanyama esiyisidlazitshalo?

NEG-SC-exist carnivore[NC7] RelC-COP-herbivore[NC7]?
‘Is there no carnivore that is a herbivore?’

DataPropertyAssertion(neminyaka uZola 50)
(ii) Ingabe uZola neminyaka 50?

Is Zola[NC1a] CONJ-years 50?
‘Is Zola aged 50?’
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External validation (1/2)

▶ Six participants (five L1 isiZulu speakers and one L2)
▶ “grammatical and acceptable”, “grammatical and ambiguous”,

“ungrammatical and understandable”, or “ungrammatical and
unacceptable”

Table: Number of participants’ judgements. Abbreviations: Pct. =
percent

Survey Gramm.
+ ambig.

Gramm.
+ ac-
cept.

Ungramm.
+ under-
stand.

Ungramm.
+ unac-
cept.

A 17 41 6 12
B 23 78 19 32
A+B 40 119 25 44
A+B Pct. 18% 52% 11% 19%
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External validation (2/2)

▶ Agree that texts 25 and 42 (template 3 and 4 respectively)
ungrammatical and unacceptable

Figure: Texts with errors underlined

▶ 83% of the texts positive. at most one participant judged
‘ungrammatical and unacceptable’

▶ 71% of the texts positive. no participant judged
‘ungrammatical and unacceptable’

▶ Disagreement in judgement not due to diff. in text length
unlike (Keet and Khumalo 2014)

▶ Misunderstanding on text evaluation:
Ingabe lonke ibhotela lenza ifoni eliyi-1 ncamashi?
(‘Does every butter make exactly 1 phone?’)
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Conclusions

▶ First isiZulu CNL and verbaliser generating questions for
knowledge validation.

▶ Aggregated judgements by question, most questions (83%) are
judged positively.

▶ When Survey A’s criteria is relaxed, most questions (71%) are
judged positively.

▶ Bad texts: noun class of ‘phone’ vs. ‘nokia 3310’, error in
serialised template only
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IsiXhosa GALiWeather

▶ English GALiWeather templates (Ramos-Soto et al. 2015)
▶ Textual short-term weather forecasts for every municipality in

Galicia
▶ Example:

▶ The temperatures will be [minT] for the minimums and [maxT]
or the maximums compared to the expected for this time of
the year , which globally will be [norV ].

▶ Iqondo eliphantsi lemozulu [minT] kwaye neqondo eliphezulu
[maxT] xa lithelekiswa netempritsha elindelekileyo kwelixesha
enyakeni, kodwa ndawo yonke itemprisha [norV]

▶ Captured the templates using the task ontology
▶ We evaluated 23 sentences (see (Mahlaza, 2022) for the

generated text)
▶ Evaluation: fluency and grammaticality on a 5-point scale +

(a single attention check question)
▶ Recruited participants via social media, encouraged

participants to recruit other respondents
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IsiXhosa GALiWeather

▶ 18 total responses (16 English, 2 isiXhosa instructions)
▶ All L1 isiXhosa speakers
▶ 2 failed the attention check (English instructions)
▶ 13/23 perceived as fluent and grammatically correct. No

consensus on the rest
▶ Judging quality of texts without additional text for context (cf.

selling ice-cream (Gkatzia et al. 2016)) and differences in
dialects
▶ “The temperatures will be low for this period of the year..."
▶ /ths/ vs. /th/: ndithi ‘I say’ takes the form ndithsi

(Nomlomo 1993)
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Weather corpus and meaning

▶ Should a corpus be treated as gold standard? (Reiter and
Sripada 2002)
▶ Forecasters have different meanings for time terms (e.g., ‘by

evening’)
▶ Geographical referring expression generation (Ramos-Soto et

al. 2016)
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Weather corpus and meaning

▶ Daily Advisories from the South African Weather Service4

▶ Western Cape (02/March/2023): Cloudy with morning fog
along the west-coast, otherwise fine and warm to hot but very
hot over the central and eastern parts. The wind along the
coast will be light to moderate westerly to south-westerly
along the west-coast otherwise moderate to fresh easterly to
south-easterly. The expected UVB sunburn index:Extreme

4https:
//www.weathersa.co.za/images/data/specialised/rsa_summ.pdf
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How to proceed from here? What about other African languages?
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What has been attempted?

Figure: Human language technologies in South Africa (Wilken et al.,
2018) 35 / 42



What has been attempted?

Figure: List of NLP tools for African languages and employment of
bootstrapping strategies (Keet, 2022) 36 / 42



How to proceed?

▶ ‘Low-level’ tasks (e.g., noun class prediction/disambiguation,
etc.)

▶ Massively multilingual (e.g., language identification for 517
African languages (Adebara et al. 2022))

▶ Large number of heterogeneous datasets
▶ Opportunities for data integration or federation
▶ How well do your models generalize across datasets?
▶ Data augmentation and bootstrapping in a multilingual setting
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Why focus on these tasks?
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Why focus on these tasks?

Figure: https://lelapa.ai/
comparing-africa-centric-models-to-openais-gpt3-5-2/
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Why focus on these tasks?

Figure: Output of YouChat to the question ‘what is a dog’ in isiXhosa?
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Why focus on these tasks?

Figure: Automatic translation of the output from YouChat to the
question ‘what is a dog’ in isiXhosa?
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Last word

▶ Hons. students: consider doing a masters degree!
▶ My contact details: Office 3.06.2, zmahlaza@cs.uct.ac.za
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